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Fractionalization in Josephson junction arrays hinged by quantum spin Hall edges
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We study a superconductor-ferromagnet-superconductor (SC-FM-SC) Josephson array deposited on top of a
two-dimensional quantum spin Hall insulator. The Majorana bound state at the interface between SC and FM
leads to charge-e tunneling between neighboring superconductor islands, in addition to the usual charge-2e
Cooper pair tunneling. Moreover, because Majorana fermions encode the information of charge number parity,
an exact Z, gauge structure naturally emerges and leads to many new phases, including a deconfined phase
where electrons fractionalize into charge-e bosons and topological defects. A deconfined SC-insulator transi-

tion has also been found.
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I. INTRODUCTION

Superconductor (SC) Josephson junction arrays have been
studied extensively in the past. At low temperature, the phase
of a superconductor island becomes a quantum degree of
freedom, which is conjugate to the Cooper pair density.
Competition between charging energy and Josephson tunnel-
ing leads to a superconductor-insulator transition at zero tem-
perature, which is usually studied using quantum rotor mod-
els. Such a boson-only approach is no longer adequate if
low-energy quasiparticles are present. Recently, it was pro-
posed that if a s-wave SC and ferromagnet (FM) junction is
hinged by the edge of a quantum spin Hall (QSH) insulator
discovered recently,! a zero-energy Majorana bound state
will be localized at the SC-FM interface.? Although the Ma-
jorana fermions do not carry the global U(1) charge of elec-
trons, they do encode the information of fermion parity i.e.,
the even odd of the electron number, hence Majorana fer-
mion will participate in the tunneling of charges between two
SC islands, and enrich the physics of the Josephson array.

So far most work on topological insulators have been fo-
cusing on the band-structure or weak interaction effects. Re-
cently strong correlation effects for topological insulators
have attracted more and more attentions.> Although it has
been proposed that quantum computation may be realized
based on Majorana bound states localized in topological
defects,® very little was studied about the many-body or
strong correlation effects that the Majorana fermions can par-
ticipate in. In this work we will focus on the correlation
physics in the Majorana fermion assisted Josephson array,
and we will show that such Josephson arrays have unusual
fractionalized phases and phase transitions.

II. ONE-DIMENSIONAL CASE

Let us warm up with a simple one-dimensional (1D) ge-
ometry, as depicted in Fig. 1(a). We denote the location of
every SC island by coordinate j and denote the two Majorana
fermions around each SC island as y;; and v;,. The FM
islands have uniform magnetizations that are perpendicular
to the angular momentum carried by the electrons of the
QSH edge states, which opens up a gap for the QSH edge
states. As was pointed out by Ref. 7, these two Majorana
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fermions correlate with the fermion number on this SC island
through the constraint iy;;y;,=(~1)". The tunneling be-
tween SC islands has to be consistent with this constraint and
the following two terms are allowed,®

H; = > - t) cos(; = bji)s

J

Hp= 2 = D12 Vjex1 COS[(¢j - ¢j+x)/2]- (1)

J

Here ¢; is the phase angle of the SC island j and e'% in-
creases the electron number n; by 2. H,; is the ordinary Jo-
sephson tunneling term, and H,, is the charge-e tunneling
assisted by the Majorana fermions, which is now allowed
because with the Majorana fermions there is no longer a
Cooper pair breaking gap between even and odd electron
number on each SC island,’ i.e., electron can reside across
the SC island nonlocally through Majorana zero modes 7;
and y;,. Since H,; is a second-order effect that involves a
Cooper pair breaking intermediate state, in the limit with
dominant Cooper pair energy, H,; is ignorable. Inclusion of
small H,; will only quantitatively change the physics dis-
cussed in this paper.
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FIG. 1. (Color online) (a) The lattice structure for case 1. The
green circles are the Majorana fermions and the dashed brown line
is the edge of the underlying QSH insulator. (b) The phase diagram
for ordinary SC Josephson array. (¢) The phase diagram for Joseph-
son array in our case, where the number of MI lobes doubles com-
pared with (b).
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It is well known that the one-dimensional Majorana fer-
mion is equivalent to a transverse field quantum Ising model,
and the Ising variables are defined on the links of the 1D
lattice denoted as (j,j+x) in Fig. 1,

T jax = ITive 1 vea 05 jex = 1Y 2Yjx 1 - (2)
k=j

Now the full Hamiltonian can be written as

H= EU(” - 1)’ - 1,0 //+xcos<%_£2&>’ (3)

which is subject to the constraint

o ()= (4)

Jxj O
The U term represents a charging energy. Hamiltonian (3)
takes the standard form of a Z, gauge field o° coupled to
matter field ¢/2. For this 1D system the Z, gauge field o‘; i
can be absorbed into the rotor variable ¢; through the fol-
lowing duality mapping:
0= L B 0O =T

+ T

o j ,
72 2

Jojx =

Ut

JAx2

(5)

T 7" *1 are Ising operators defined on SC islands and
they satisfy the algebra of Pauli matrices. ¢, and n; satisty the
rotor phase-number algebra: [6;,n,]=i8;. Now this model
can be written with the new variables as ordinary Bose-
Hubbard model® in 1D,

H=2 Uln;— i) ~t, cos(6;, - 6,,,), (6)
J

and the gauge constraint operator a7, 07, (=1)j=7;(=1)"
commutes with e'%.

The phase diagram of the model, Eq. (3), is identical to
model, Eq. (6): with integer 7, there is a Mott-insulator (MI)
phase with fixed fermion number on every SC island when
t,/U<1, and a superfluid (SF) phase when #,/U> 1. The
phase diagram is shown in Fig. 1(c). When 7 is precisely half
integer, since in this model there is no nearest-neighbor den-
sity repulsion, the MI phase vanishes. Compared with the
ordinary Josephson array, the number of MI lobes is doubled
in our case [Figs. 1(b) and 1(c)], basically because there is no
charge gap between even and odd particle filling. The MI
phase is nondegenerate, every SC island has fixed charge
number. In the SF phase, besides the Cooper pair operator
e'?, the following string operator also has algebraic correla-
tion,

o112

L
eiqu/z H o

m=1

~ (e %y ~ (L)X (7)

with the Luttinger parameter K tuned by #,/ U.

Single electron can be injected into the system through
the Majorana fermion bound state. One legitimate represen-
tation of electron operator is c; ; ~ ¢'%'*7; .78 The spin index
does not appear in the electron operator because the spin

degeneracy is lifted by FM islands and the spin-orbital cou-
plings in underlying QSH edge states. Also, under transfor-
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mation ¢;— ¢;+2m, the solution of the Majorana bound
state ; , changes sign, therefore the physical electron opera-
tor remains invariant. In terms of the bosonic variables, the
electron operator can be expressed as

~11o, ko“_x/ ~ exp[sz nk]e i (8)

k=j k<j

The o in the product, Eq. (8), guarantees the fermionic sta-
tistics between two electron operators. The correlation func-
tion between two electron operators is

1\ K+1/4K
<cj_L,]c}‘l)~ e'%-L exp 1772 ny | el ~(— :

et} L
)

The bosonic representation of electron operator, Eq. (8),
takes exactly the same form as the standard fermionization of
the Bose variables # and n in one dimension.

The phase transition at the integer filling is a Kosterlitz-
Thouless (KT) transition at K=1/4, which physically corre-
sponds to proliferating 277 kinks of 6 defined in Eq. (5),
which is equivalent to a 47 kink of ¢. At this transition, the
scaling dimension of Cooper pair operator is 1/2, while in
ordinary 1D Josephson array, at the KT transition the Cooper
pair operator has scaling dimension 1/8, because normally
the transition is driven by the proliferation of 27 kink of ¢.
The difference between these two cases stems from the
charge-e tunneling enabled by the Majorana fermions. In
terms of ¢ introduced in Eq. (5), H, is simply X,
—t; cos(26,-26,,,), therefore turning on H, in Eq. (6) w111
not change the phase diagram, as long as there is no pairing
gap between even and odd filling. The random one-
dimensional lattice of Majorana fermions at the edge of a
topological insulator, which is similarly connected to the ran-
dom Ising model, has been discussed.'%!!

III. TWO DIMENSION, REGULAR STRUCTURE

Now let us move on to the two-dimensional (2D) struc-
ture as depicted in Fig. 2(a). We place the SC and FM islands
on top of a QSH insulator with commensurate holes. The
internal edges of these holes hinge all the islands in this
lattice. We first assume that the FM island is very thin com-
pared with SC island, therefore the intraisland tunneling be-
tween Majorana fermions is negligible compared with inter-
island tunnelings. We denote every SC island as site j and
denote the four Majorana fermions around each SC island as
(j,a) with a=1,...,4. The effective lattice is shown
in Fig. 2(b). Now the gauge constraint becomes
¥.1Yj27j37;4(=1)"=1. Again we can map the Majorana fer-
mions to Z, gauge field as following,

T x = 1Y 2 YViexts O ey = Y3 Yjay do
T iy =T iveams, O} juc = ITivevia (10)
k=j k=j

The entire Hamiltonian can be parallelly generalized from its
1D counterpart, Eq. (3),
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FIG. 2. (Color online) (a) The Josephoson lattice structure of
case 2. (b) The effective lattice of the Josephson array in (a). The
SC islands are denoted by j and the Z, gauge field o and o° are
defined on links (j,j+ »). The dual Ising variables 7* are defined on
the sites j of the dual lattice, represented by red dashed lines. (c)
Case 3 with compressed y direction, the intraisland tunneling
Jiy;37;4 is denoted by the pink dashed lines. (d) The phase diagram
of case 3 with integer 7, plotted against #,/U and J/U. Phase A, B,
and C represent the SF, the Z, liquid, and the ¢* ordered phase,
respectively. The green line between phase A and B is a 3D XY
transition and the transition between B and C is a first-order transi-
tion described by Eq. (18). The direct transition between phase A
and C may expand into a stable roton liquid phase.

H= EU(n —n)?- Etzozﬁycos(% %) (11)

V=X,y

Again this Hamiltonian is subject to the gauge constraint

0 O 050

x5 12 =y Oy = (= D). (12)

The 2D Z, gauge field is drastically different from 1D, in
the sense that it has a nontrivial liquid phase even when ¢; is
disordered. In the MI phase of SC islands, integrating out the
gapped fluctuation ¢; will induce gauge invariant dynamics

for Z, gauge field,

rlng 2 Ko} JoJ+x j+Aj+A+VO.j+_) /+x+y0fj+y (13)

with K ~ té/ U?. This is a standard ring exchange term of Z,
gauge field. This term favors the ring product of ¢ around
each unit plaquette to be 1. In ordinary Z, gauge field, this
ring exchange term will compete with the Z, string tension
term %; ,—hoj,, ,, and when K dominates & the system is in a
Z, liquid phase with topological order which cannot be de-
scribed by local order parameter.!> When A dominates K, the
system is in a confined phase without topological order,
where Z, charged matter is not just gapped, but also confined
spatially by a linear potential. Physically these two phases
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FIG. 3. (Color online) (a) The electron at site j, 1 [Fig. 2(a)] can
be represented as exp(i¢;/2) times a string of o, denoted by red
circles; by binding two visons (blue circles), the fermion becomes a
boson. (b) The Wilson loop operator as a product of ¢% (red circles)
in the dual formalism is a product of 7" on the dual lattice (blue
circles). In the Z, liquid phase, the perturbation of J term will only
change the Wilson loop at the corner, represented by the green
dashed square.

can be understood by the behavior of “vison,” which is a
topological excitation with the product IIo*=-1 on one
plaquette. The vison carries a global Z, charge because one
can only create/annihilate a pair of vison by operator o7, ,.
In the liquid phase, the vison number is conserved mod 2,
while in the confined phase the global Z, symmetry is spon-
taneously broken. This effect is manifested in the dual de-

scription of the Z, gauge field, which is formulated through

the mapping: [Iqo*= T o T 7' j denotes the dual lat-

Jui+y
tice shown in Fig. 2(b) Therefore the ordinary quantum Z,
gauge field is dual to a 2D transverse field quantum Ising
model H:Ef,,,—hrj—,rjz—.w—KT;i When K> h, this Ising model
is in the disordered phase, where the Z, conservation of 7*
(vison number) is preserved; when h> K, the Z, global sym-
metry of 7 is spontaneously broken.

In our case, operator o7, , is a nonlocal product of Ma-
jorana fermions, hence the string tension term o7, cannot
exist in the Hamiltonian. Therefore in the disordered phase
of ¢; (MI of SC islands), the local vison number commutes
with the Hamiltonian, i.e., vison is completely static. Hence
the Z, gauge field is in its liquid phase. The Z, liquid phase
is deconfined, i.e., an extra electron will carry an infinite
string of ¢ due to the gauge constraint, but the energy cost is
finite. For instance, the electron operator at site j,1 [Fig.
2(a)] can be written as

Cj~ ei¢j/27j,l ~11 Oi—x,k"?—x,jeiqu/z, (14)
k=j

where the product includes all the ¢° on x links to the left or
below site j [Fig. 3(a)]. o} " j+v CTCates a pair of vison excita-
tions, and since in the Z, liquid state the vison excitation is
gapped and conserved, the least energy consuming behavior
of an injected electron is to form a bound state with two
visons, and become a charge-e boson represented by follow-
ing operator:

b~ 1 of_x expligh/2). (15)
k=j

The SF phase can also be viewed as a condensate of b;. If an
electron is injected into this system, it will fractionalize into
a mobile charge-e boson and a pair of static visons. If a
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Cooper pair is injected into this system, it will fractionalize
into two bosons, instead of two electrons. In this liquid
phase, the boson and the vison will have mutual semion sta-
tistics, i.e., when a boson bj encircles a vison through a close
loop, the system wave function acquires a minus sign.!?

The SF phase has vortex with hc/2e magnetic flux, which
is bound with a vison. If we start from the SF phase, the Z,
liquid phase can be viewed as a condensate of the double
vortex with hc/e magnetic flux of SF phase, since the MI
liquid phase still has vison conservation, and the product of
quantum circulation of the vortex and the charge in the vor-
tex condensate is a constant: Q,Q,=hc.'3 The Z, gauge field
has no gapless photon excitations, hence at the transition
between SF phase and the Z, liquid phase, the Z, gauge field
does not introduce further anomalous dimension to
~exp(i¢p/2). For instance, when 7 is integer this transition is
a three-dimensional (3D) XY transition described by order
parameter . However, the physical Cooper pair operator
7 ~exp(i¢p) gains a rather large anomalous dimension,
which has been calculated by various methods:'* 7,2~ 1.47.
Similar situations were discussed at the transition between Z,
spin liquid and spiral order in frustrated magnets.'>'®

There is another equivalent way of describing the frac-
tionalized Z, liquid phase, i.e., the disordered phase of ¢. Let
us assume the filling on every SC island is even and we can
define Ising variables

x_

M =1Y1Y3=1Yj2Yj40

Y —

M =1Y3Y2= 11745

M= 1Yj1Y2= 17475 (16)

p satisfy the algebra of Pauli matrices. Notice that unlike o
introduced before, now the Ising variables u“ are defined on
the sites of the lattice instead of the links. Now the ring
exchange term H.,, reads

Hing = 25 = KUy Wy (17)

J

This is precisely the model introduce in Ref. 17 as a concrete
example with topological orders. This model is equivalent to
the toric code model,!? which becomes manifest once we
switch the definition of u* and & in Eq. (16) for one of the
two sublattices of the square lattice.

IV. TWO DIMENSION WITH INTRAISLAND TUNNELING

Now we consider a lattice structure slightly different from
the previous section, with the entire system compressed in
the y direction, until there is a considerable intraisland tun-
neling —Jiy; 37y, 4. Using the mapping derived in last section,
this operator is Jo7; ,07j,,, in terms of the Z, gauge vari-
ables, and this term becomes a ring exchange on the dual
lattice ofyj_yo’;’jﬂ:7'/57';—,_)(7']5_)5_)}7;—._}', which represents a pair
hopping of visons. Notice that 7 are defined on the sites of
the dual lattice instead of the links. The Hamiltonian of the

dual Ising variables in the MI phase reads
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—KTJ (18)

=T T T
J ey iy

This is precisely the model studied in Ref. 18 in the context
of p = ip superconductor Josephson array. The symmetry of
this model is quasilocal in the sense that we can reverse the
sign of 7 along any column or row arbitrarily without chang-
ing the Hamiltonian. Physically this symmetry means that
the vison number has Z, conservation along each row and
column on the dual lattice.

The phase diagram of model, Eq. (18), has been studied
both analytically and numerically.!®-2° Because of its special
self-duality structure, it is expected that a transition occurs at
precisely J=K ~ 3/ U>.'82! When K >J, the system is in the
Z, liquid phase with topological order; when J> K, the to-
pological order vanishes and the ground state is nondegener-
ate, although formally the nonlocal operator ¢* has nonzero
expectation value. Due to the absence of string tension
—ha’;’ v Z, charged matter is deconfined in both phases,
which is very different from the ordinary Z, gauge field.
Mean-field argument as well as numerical results suggest
that the transition at J=K is first order.'%?%?? In the Z, liquid
phase, the J term enables the visons to move in pairs, there-
fore an injected electron will fractionalize into two mobile
parts: charge-e boson and vison pair. Notice that unlike the
ordinary Z, gauge field, this pair of visons cannot annihilate
each other, due to the quasilocal conservation of vison num-
bers discussed in last paragraph.

The difference between these two phases can be further
characterized by the Wilson loop. In the phase with J>K,
since the zeroth-order ground state with K=0 is an eigenstate
of 7, the Wilson loop (Il,0%)=I1 47 can be calculated per-
turbatively with expansion of K, and it falls off according to
an area law: (I1,0°)~ (K/J)*.?*> Here C and A represent a
closed loop and the area enclosed inside this loop, respec-
tively. In the Z, liquid phase with K>/J, it is usually ex-
pected that with the presence of transverse field %;~ho7 .,
the Wilson loop falls off with a perimeter law, which can also
be revealed with a perturbation of J/K on the ground state
with J=0, where the Wilson loop is a constant. However, in
our situation with the intraisland tunneling, the first-order
expansion of J term in Eq. (18) will only change the Wilson
loop at the corners of loop C [Fig. 3(b)]. Therefore we expect
the Wilson loop in the Z, liquid phase falls off as a special
“corner law” (II,0%) ~ ¢/ N is the number of corners of
this Wilson loop C.

Based on the analysis above, when J is small, by reducing
t,/ U from infinity we will first drive a transition from the SF
phase to a Z, liquid phase, and then enters an “area law” MI
phase through a first-order transition. When J is large
enough, there can be a direct transition between the SF phase
and the area law phase. This transition can be viewed as
proliferating the hc/2e vortices of the SF phase which can
only move in pairs due to the quasilocal conservation of
visons. This type of paired directional vortex dynamics was
the key of the roton liquid phase proposed before,?!:?+2>
which is a stable phase with gapless vison excitations and
quasi-one-dimensional dispersions. Therefore the direct tran-
sition in Fig. 2(d) might expand into a stable roton liquid
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phase. We will leave this possibility to future studies.?®

If we turn on not only —Jjiy;37;4, but also —Jjiy;»7;3
and —J}ivy;37;,, after introducing Ising variables u as Eq.
(16), the model describing the system becomes

H = 3= K1 by sy * T340+ 055+ a5 (19)
J

It will be interesting to do a full analysis of all the possible
phases of this model with different choices of site-dependent
transverse fields J¢. For instance, with J*=J"=0, and J* is
site independent, this model reduces to the model in Ref. 18.
If /,=J5+#0 (A and B are two different sublattices of the
square lattice), while all the other transverse fields are zero,
this model is equivalent to the toric code model with one
component of transverse magnetic field, and there is a
confine-deconfine phase transition driven by this transverse
field. Part of the phase diagram of model Eq. (19) has been
studied by quantum Monte Carlo simulation.?”-?8
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V. SUMMARY

In summary, Josephson array with Majorana fermion zero
modes around each SC island is described by a precise Z,
gauge field and matter field formalism, which leads to un-
usual fractionalization features in both one and two dimen-
sions. Various pseudospin models with topological phases
can be realized with the Josephson array. The fractionaliza-
tion can be measured with single electron tunneling experi-
ments, because an electron will fractionalize into a boson
and topological defects, and the single electron Green’s func-
tion becomes a convolution of two fractional excitations.
This will be discussed in more details in another paper. In
our current paper we focus on the disordered phase of the
Josephson array with fractional excitations, but when H,; is
nonzero or 7 is away from integer, many interesting phase
transitions can occur inside the SF phase, we will also study
these physics in future.?
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